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Speech enhancement (SE) is an important method for improving speech quality and intelligibility in
noisy environments. An effective speech enhancement model depends on precise modelling of the long-
range dependencies of noisy speech. Several recent studies have examined ways to enhance speech by
capturing the long-term contextual information. For speech enhancement, the time-frequency (T-F)
distribution of speech spectral components is also important, but is usually ignored in these studies.
The multi-stage learning method is an effective way to integrate various deep-learning modules at the
same time. The benefit of multi-stage training is that the optimization target can be iteratively updated
stage by stage. In this paper speech enhancement is investigated by multi-stage learning using a
multistage structure in which time-frequency attention (TFA) blocks are followed by stacks of squeezed
temporal convolutional networks (S-TCN) with exponentially increasing dilation rates. To reinject
original information into later stages, a feature fusion (FF) block is inserted at the input of later stages
to reduce the possibility of speech information being lost in the early stages. The S-TCN blocks are
responsible for temporal sequence modelling task. The time-frequency attention (TFA) is a simple but
effective network module that explicitly exploits position information to generate a 2D attention map to
characterise the salient T-F distribution of speech by using two branches, time-frame attention and
frequency attention in parallel. Extensive experiments have demonstrated that the proposed model
consistently improves the performance over existing baselines across two widely used objective metrics
such as PESQ and STOI. A significant improvement in system robustness to noise is also shown by our
evaluation results using the TFA module.
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Core Research Grant
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• To study and analyze the DNN based speech enhancement techniques for hearing impaired people
• To develop robust algorithm in such way that hearing impaired can able to handle stationary noise
environment and non-stationary noise environments
• To compare the results of the proposed algorithms with conventional existing speech enhancement
algorithms.
• To introduce a multi-stage learning which differs from the single-stage model, where the mapping
process is often encapsulated in a single black box. As a result, interpretability assessments are
generally poor. A multi-stage structure is used in the proposed model where the present stage receives
the estimates from previous stages as input and progressively improves those predictions.
• To introduce TFA which characterises the salient T-F distribution of speech by using two branches,
time-frame and frequency channel attentions in parallel. In TFA differential attention weights are
assigned for each T-F spectral component and enables the models to focus on where (time frames) and
what (frequency-wise channels).
• To introduce squeezed TCNs which are employed to further improve the performance and decrease
parameter burden In the TCN used in uses a depth wise dilated convolutions to double the feature
dimensions,
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High quality and intelligible speech for hearing aids people Development of novel algorithms to improve
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